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Abstract. Multi-scaling properties in quasi-continuous arrays of chaotic maps driven by long-wave random
force are studied. The spatial pattern of the amplitude X (z,t) is characterized by multi-affinity, while the
field defined by its coarse-grained spatial derivative Y (z,t) := |(X(z + 6,t) — X (z,t))/d| exhibits multi-
fractality. The strong behavioral similarity of the X- and Y-fields respectively to the velocity and energy
dissipation fields in fully-developed fluid turbulence is remarkable, still our system is unique in that the
scaling exponents are parameter-dependent and exhibit nontrivial g-phase transitions. A theory based on a
random multiplicative process is developed to explain the multi-affinity of the X-field, and some attempts
are made towards the understanding of the multi-fractality of the Y-field.

PACS. 05.45.-a Nonlinear dynamics and nonlinear dynamical systems — 47.53.4+n Fractals

1 Introduction

The notions of multi-affinity and multi-fractality, which
are the two specific forms of multi-scaling, are useful
in characterizing singular measures observed in a wide
class of complex dissipative systems far from equilib-
rium. For example, the velocity field of fully-developed
turbulence [1,2] and rough interfaces in fractal surface
growth [3-6] exhibit multi-affinity, while the energy dis-
sipation rate in fully-developed turbulence [2,7] and the
invariant measures of chaotic attractors in dynamical sys-
tems [8-10] are known to be multi-fractal.

In our previous papers, we studied large assemblies of
simple dynamical units (e.g., limit-cycle oscillators and
chaotic maps) with non-local coupling [11,12], or without
coupling but subjected to a randomly fluctuating long-
wave external field [13]. A remarkable feature shared com-
monly by these systems is amplitude fluctuations charac-
terized by power-law initial decay of spatial correlation
with a parameter-dependent exponent. More generally,
the gth order structure function (h(1)?) associated with
the amplitude increments h(z,1) := | X (z+ 1) — X (z —1)]
behaves as 1¢(?) where the exponent ((q), aside from its
parameter dependence, has a nonlinear dependence on q.
The latter property is called multi-affinity. It was also
found that the field Y defined by a coarse-grained spatial
derivative of X through Y(x) := [(X(z + 9) — X(z))/9]
exhibits multi-fractality. By this we mean that the gth
moment of the measure m(x,1) := [, Y (2')da’ over the in-

terval [ behaves as [7(9) with the exponent 7(g) depending
nonlinearly on q.
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It is remarkable that this type of anomalous turbu-
lent state can arise in various systems under broad con-
ditions [11-15]. Given a distributed system of active dy-
namical elements, the only necessary condition for such
behavior to be observed is that the individual elements
are subjected to a long-wave fluctuating field which may
be either of external origin or the one generated internally
through some long-range interaction. Under such condi-
tions, a small group of local elements may occasionally
lose synchrony with the driving field, which also implies
the loss of mutual synchrony within the group, thus giv-
ing rise to bursting fluctuations and spatial intermittency.
Recent discovery of the same type of turbulence in a three-
component reaction-diffusion system [15] provided further
evidence for the ubiquity of the phenomenon.

In the present paper, we will focus on the multi-
scaling properties of quasi-continuous arrays of chaotic
maps, with particular attention to their similarity to fully-
developed fluid turbulence. In particular, we investigate
the probability distribution functions (PDF) for two kinds
of measure, h(l) and m(l), with which a complete specifica-
tion of the multi-scaling properties can be made. We also
attempted a ‘microscopic’ explanation for the observed
shape of the PDFs.

Our paper is organized as follows. In Section 2, we
introduce a simple class of models and illustrate their
anomalous intermittent behavior. In Section 3, some def-
initions are introduced and more extensive numerical re-
sults on multi-affine and multi-fractal properties are pre-
sented. Among others, the PDFs for the measures h(l)
and m(l) are of central importance, and these quanti-
ties are studied in further detail in Section 4. Our previ-
ous theory on the multi-affinity of the X-field is reviewed
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in Section 5, and some theoretical attempts are made in
Section 6 toward the understanding of multi-fractality of
the Y-field. Some discussions will be given in Section 7.

2 Models

In our previous studies [12,13], it was found that the type
of turbulence of our present concern can generally arise
in large assemblies of active dynamical elements when the
following two conditions are satisfied:

1. The local (i.e., temporally instantaneous) Lyapunov
exponent defined for the individual element under forc-
ing fluctuates irregularly between positive and nega-
tive values.

2. The driving field is stochastic and spatially nonuni-
form, but sufficiently long-waved so that any pair of
nearby elements are driven similarly (but not identi-
cally).

Note that what are the specific origins of the drive and its
stochasticity is not important. It may be generated inter-
nally, or given externally. In a special case, the strongly
diffusive component in a certain reaction-diffusion system
may take the role of such driving field provided the system
is in a self-generated turbulent state [15].

We now propose the following model of randomly
forced chaotic maps distributed on a one-dimensional lat-
tice which is simple enough and can satisfy all the above
requirements:

Xi(t+1) = (1 - K)F(X;(t) + KGi(t). (1)

Here F(z) represents the local map, X;(¢) the amplitude
of the ith element at time ¢, G;(t) the external field with
strength parameter K. The prefactor 1 — K before F' is
inserted to ensure that X; is confined within a finite do-
main for the specific class of local maps considered below.
The system length is fixed to 1 over which N elements are
distributed, and the limit of large N will always be of our
concern.

As for the local map F(z), we choose two types of
chaotic maps. The first one is given by an asymmetric
tent map:

z 11—z
D 1-p

p<z<1), (2

where p is a parameter controlling the peak position of the
map. This map is composed of two linear parts of different
slopes, so that its local Lyapunov exponent can fluctuate
between two values, by which the first condition stated
above is satisfied!. The corresponding model system (1)
will be called model A.

The second model, which will be called model B, uses
the standard logistic map for the local map:

Fz)=cz(1—2) (0<z<1), (3)

! Note that the smaller exponent can be negative, since the
effective height of the map is multiplied by 1 — K.
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Fig. 1. Typical snapshot of the original X-field (top) and the
corresponding difference Y-field (bottom) for model A. The
scales of the axes follow the definitions given in Section 3.

where c is a bifurcation parameter. We already studied this
model in our previous paper [13], and discovered singular
behavior with multi-scaling properties.

Although the multi-scaling behavior itself turns out
independent of the precise form of F(z) as far as the fluc-
tuation of the local Lyapunov exponent is allowed, the
above simple choice for F(z), especially model A, facil-
itates the analysis considerably. Except for a few minor
points, scaling properties will be found qualitatively the
same between the above two models, so that in what fol-
lows we will sometimes omit showing the data for model
B unless the results differ significantly from model A.

Commonly to models A and B, the long-wave fluctu-
ating external field G;(t) is assumed to be of the form:

Gi(t) = % {1 +sin2r (Z +]§(t)>} : (4)

where j(t) is an integer chosen randomly from the inter-
val [0, N — 1] at each time step. It is clear that the exter-
nal force changes its phase (but not the amplitude) ran-
domly, and it acts only on the Fourier component of the
longest wavelength present in the system. Again, the pre-
cise form of G;(t) is irrelevant; as far as it is long-waved
and randomly fluctuating, multi-scaling properties can be
observed.

In the following numerical simulations, the parameter
values are set p = 0.75 and K = 0.45 for model A, and
¢ = 3.7 and K = 2.2 for model B. Thus, the height of
the asymmetric tent map is given by 1 — K = 0.45, and
the effective bifurcation parameter of the logistic map is
given by (1 — K)c = 2.885. With these parameter values,
each type of map is slightly below the threshold of chaotic
transition. We have checked that multi-scaling properties
can be seen in a wide range of parameters, and are by no
means peculiar to the parameter values chosen above.

A typical snapshot of the amplitude field X;(¢) for
model A is illustrated at the top of Figure 1. The pat-
tern looks intermittent in the sense that two distinctive
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Fig. 2. Typical snapshot of the original X-field (top) and the
corresponding difference Y-field (bottom) for model B.

parts coexist; in one part the spatial variation of the am-
plitude is smooth, while it is fluctuating violently in the
other part presumably as a result of repeated foldings. At
the bottom of Figure 1, the corresponding Y'-field, defined
here by Y;(t) := N|Xi41(t) — X;(t)|, is displayed where
the intermittency looks even stronger. Similar intermit-
tent patterns are also seen for model B, which are given
in Figure 2.

How to characterize these intermittent patterns and
what is the mechanism for their appearance are the main
concern of the present paper. We notice the strong re-
semblance of such patterns to those of the velocity and
energy dissipation fields of homogeneous isotropic turbu-
lence, and this resemblance motivates us to their multi-
fractal analysis developed below.

3 Multi-scaling

We employ a multi-fractal formulation to characterize the
intermittency of the X- and Y-fields. The multi-fractal
concept has in fact turned out useful in characterizing
singular measures in many physical systems such as fluid
turbulence [1,2,7], chaotic attractors [8-10] and fractal
growth patterns [3-6,16].

3.1 Preliminaries

Before proceeding, we define two types of measures which
seem appropriate for characterizing each of the X- and
Y-fields. In terms of these measures, we also give some
definitions associated with the multi-fractal formulation.

Hereafter, we denote the lattice spacing as 6 := 1/N,
and specify the position of the element as x := id. We
define the difference field Y (z) as

Y(x) = X(m+§;—X(ac)' (5)
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If X (x) represents a smooth pattern, Y (z) will approach
the derivative dX (z)/dz as § — 0. The existence of this
limit would not always be guaranteed, however, so we will
retain d to be finite though sufficiently small.

We now introduce two types of measures for the X-
and Y-fields in a different way:

1. For the X-field, the measure h(x,l) over the interval
of length [ around z is defined as

;c+é
h(z,1) .=|X(x+%)—X(:1c—%)| (: |/_L Y(x/)dx’|>.
(6)

Namely, h(l) gives an amplitude increment between
two sites separated by a distance .

2. For the Y-field, the measure m(z,l) over the interval
of length [ around z is defined as

er%
Y (z + j6)|6 <~/ |Y(x')|dx'> .
(7)

Thus, m(l) is given by the area formed by the Y (x)
curve over the interval of length /.

-1
m(x,l) =

L L
J="125

In what follows, our main concern will be the statistical
properties of h(l) and m(l) for I sufficiently smaller than
the system size, i.e., | < 1.

The measure h(l) is analogous to the velocity difference
in fluid turbulence or the hight difference in fractal surface
growth. On the other hand, m(l) gives an analogue of the
rate of energy dissipation integrated over a box of size [
in fluid turbulence. Unlike the case of fluid turbulence,
however, we used in the definition of Y the absolute value
of the derivative of the original field X rather than its
squared value, but this is simply a matter of convenience.

In terms of these measures, the multi-fractal formu-
lation proceeds as follows. Our arguments developed for
h(l) and m(l) are almost in parallel, except for slight dif-
ferences in definition and terminology which are due to
historical reasons.

First, the partition functions are defined as

N()-1
Z0(1) = <h(1)q>:<ﬁ 3 h(xj,z)q>,

Jj=0

N(l)—1
Zp (1) = N(l)<m(l)q>ﬁ< > m(xjvl)q>, (8)

=0

where (---) stands for a statistical average; N(l) is the
number of boxes of size [, i.e., N(I) = 17!, and z; = (j +
%)l is the position of the jth box. Our results, especially
the exponents for higher moments of the Y-field, depend
on how the statistical average is taken. We will come back
to this point later.
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Borrowing the terminology from fully-developed tur-
bulence, the partition function Z} (1) may be called struc-
ture function [2,17], while in fractal surface growth the
corresponding quantity is called height-height correla-
tion [3-6]. Note that Z/(l) for ¢ = 2 is directly related
to the short-range spatial correlation (X (x) X (x+1)), i.e.,
the quantity we studied previously for some non-locally
coupled systems [13]. On the other hand, the partition
function Z4 (1) is related to the correlation in the steep-
ness of the original field X.

If the X- and Y-fields are multi-scaled, the correspond-
ing partition functions are expected to scale as

ZH) ~ 169,z (1) ~ 179, (9)
with g-dependent scaling exponents ((q) and 7(q). 7(q)
is related to the generalized dimension D(g) through
7(q) = (¢ — 1)D(q). If the g-dependence of the exponents
¢(q) and 7(q) is nonlinear, the corresponding fields X and
Y are called multi-affine and multi-fractal, respectively.
Following the standard multi-fractal formulation, we as-
sume that the local measures scale with [ as
Wz, 1) ~1P@ m(a,1) ~ 19 (10)
and also that the numbers of boxes of size | needed to cover
the sets with local scaling exponents 8 and « behave as

(11)

Since g(f) and f(«) give the fractal dimensions of such
sets, these functions are called dimension spectrums.

With these quantities, the partition functions are now
expressed as

Ns(l) ~ 179, Na(l) ~ = f@)

Zi(1) ~ N(l)fl/dﬁlfg(ﬁ)lﬁq ~ 1P (@987 (@) +1

Z3(1) ~ /dal*f(a)lo‘q ~ 10 (@a—f(e"(9) (12)
Here the steepest descent method has been used, and
08*(¢q) and a*(q) are the values of o and 8 which minimize
the exponents 8q — g(8) + 1 and ag — f(«a), respectively.
Thus, the scaling exponents ((q) and 7(q) are related to
g(0) and f(«) through the Legendre transforms:

Clq) = H}Bin[ﬁq —9(8) +1], 7(g) = minfag — f(a)],
9(B) = mqin[ﬁq —((g) +1], fla) = mqin[aq - 7(g)]- (13)

3.2 Numerical results

We now apply the multi-fractal analysis to our numerical
data. The numerical calculation was carried out with the
system size N = 24 ~ 215 which seems large enough
for the limiting behavior as N — oo to be well inferred.
The results obtained are qualitatively the same between
models A and B.

We first investigate the multi-affinity of the original X-
field. In Figure 3, numerically obtained partition functions
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Fig. 3. Partition functions ZJ(l) vs. | for model A. The data
lying on a horizontal line corresponds to ¢ = 0 and those on
the line at the bottom to ¢ = 10. The step of calculation is 0.5.
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Fig. 4. Comparison of numerically obtained exponents ((q)
vs. ¢ with theoretical ones. The results are shown for models
A and B.

Z1(1) = (h(1)9) for model A are plotted against [ in log-
log scales for several g values. Each curve clearly shows a
power-law dependence for small [ with the exponent ((q)
increasing with ¢. Similar results are obtained for model B.

Figure 4 shows the g-dependence of the exponents ((q)
for models A and B, together with the theoretical curves
predicted from our previous theory [12-14], i.e.,

(@)=q (0<g<m), n n<aq), (14)
where 7 is a positive constant. According to our theory,
the above expression is exact in the small [ limit. Numeri-
cally obtained ((q) increases linearly with ¢ in the small ¢
region, and saturates to some constant for large ¢. Thus,
¢(q) is strongly nonlinear, or should rather be called “bi-
linear” as a function of ¢, which gives clear evidence for
the multi-affine nature of the original X-field in either of
models A and B. Except for a slight discrepancy seen near
the crossover region, the theoretical curves well reproduce
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Fig. 5. Dimension spectrums g(3) obtained numerically and
theoretically for models A and B.

the numerical results?. For more accurate estimation of
the exponent ((g), one may use the data for even smaller
[ simply by increasing N. This actually makes the bilinear
behavior of ((g) even clearer, so we expect that a sharp
transition from linear to constant behavior of ((q) will
occur in the large N limit, precisely as predicted by the
theory. This type of bilinear behavior of the exponent is
also known for the velocity field of randomly forced Burg-
ers equation, and called “bi-fractality” [2]. More generally,
such a discontinuity in the g-derivative of the exponent is
called “g-phase transition”. Invariant measures of some
chaotic attractors are known to exhibit ¢-phase transi-
tions [9,10].

Figure 5 shows the resulting dimension spectrum g(z3).
Theoretically, g() consists of only two points correspond-
ing to the two slopes of the ((¢) curve, one of which lying
on the g(/)-axis represents a singular component of the
field, while the other point (8 =1, g(8) = 1) corresponds
to smooth spatial variations of the field. The numerical
g(B) curve is inevitably continuous due to the aforemen-
tioned continuous change in the slope of the ((g) curve.

We now investigate the multi-fractality of the differ-
ence field Y. In Figure 6, numerically calculated partition
functions Z4,(1) = N(1)(m(1)?) vs. | for model A are shown
in log-log scales. Various numerical curves corresponding
to different ¢ values obey power laws for small [, and their
exponents increase with g. The scaling regime seems to be
slightly broader than that for the X-field. Similar results
are also obtained for model B.

The exponents 7(gq) for various ¢ are plotted in Fig-
ure 7. The resulting numerical curves show less remark-
able bending as compared with the ((gq) curves. Still their
g-dependence is strongly nonlinear, indicating the multi-
fractality of the Y-field. Each curve identically satisfies

% Tn reference [13], this theoretical expression was confirmed
numerically for the logistic maps. For the present case of asym-
metric tent maps (model A) as well as logistic maps (model B),
the value of 7 is estimated from the asymptotic behavior of {(q)
for large ¢g. This value will be identified with the slope of the
PDF later in the present paper.
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Fig. 7. Exponents 7(¢) for models A and B. The inset is a
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7(0) = —1 and 7(1) = 0, i.e., the conditions demanded
by the facts that the measure is space-filling and that the
total measure [~!(m(l)) is a constant independent of .
The curves seem to be asymptotically linear for large q.

The generalized dimension D(g) is shown in Figure 8.
In each model, the D(g) curve seems to decrease linearly
with ¢ for small ¢q. Note that the log-normal theory pre-
dicts such linearity. On the other hand, corresponding to
the asymptotic linearity of the function 7(g¢), each D(q)
curve should saturate to a constant for large ¢q. Our nu-
merical results even suggest that in the limit of large IV,
D(q) becomes constant, i.e., D(q) = D(c0), above a cer-
tain g., while it remains linear below ¢., implying a sharp
transition at ¢.. Actually, as we let § decrease by increas-
ing N, and look into the region of smaller [, the transition
of D(q) between linear and constant behaviors seems to
become sharper.

Figure 9 shows the dimension spectrum f(a). As ex-
pected, the spectrum is given by a convex function of
a and tangent to the line f(a) = a. It is also tangent
to f(a) = 1 at its extremum, which comes from the
fact that the metric support of the Y-field is identical
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with the embedding space. Corresponding to the above-
mentioned sharp transition in the D(gq) curve, the f(a)
curve has a left endpoint at o = D(c0); singularities
smaller than this value do not seem to exist.

We have thus demonstrated the multi-affinity and
multi-fractality of the X- and Y-fields, respectively. Note
that the calculated ((q) and 7(q) are only for positive g,
thus giving only the left half of the g(5) and f(«) curves.
Moments for negative ¢, which are not only difficult to ob-
tain, seems also non-universal and hence less important;
they are associated with very small differences of the orig-
inal field X depending on the details of the model such as
the specific functional form of the external field.

3.3 Origin of multi-scaling

We have seen that a simple assembly of maps can exhibit
nontrivial multi-scaling behavior. Its origin should be ex-
plored now. On an intuitive level, this may look rather
easy to understand if we keep watching the evolution of
the field patterns for a while. Take model A (asymmetric
tent maps) for simplicity. With the parameter values as-
sumed before, each individual map is not chaotic and has

The European Physical Journal B

Fig. 10. Schematic evolution of the X- (solid line) and Y- (dot-
ted line) field for model A. The evolution from one time step
to the next can be decomposed into two elementary processes,
i.e., the application of the map (indicated by a horizontal ar-
row) and the application of the external drive (indicated by an
oblique arrow).

a stable fixed point. Consequently, if the forcing is not ap-
plied, the elements will soon fall into the fixed point, and
both the X- and Y-fields will become spatially uniform.
In the presence of randomly fluctuating long-wave exter-
nal field, in contrast, a certain fraction of the elements
which are kicked off the fixed point will exhibit chaotic
transients before falling into the fixed point. This means
that stretching-and-folding of the field pattern persists lo-
cally for some time, and this will lead to fractalized or
intermittent amplitude patterns. Still the patterns, how-
ever violent their spatial variation may look, will maintain
their continuity as far as the local Lyapunov exponent of
the individual element remains negative on average. This
is because the elements are all synchronous with the exter-
nal drive, implying mutual synchrony between any neigh-
boring pair of elements with infinitesimal spacing. The re-
sulting pattern may look like something between smooth
and scattered patterns.

Figure 10 explains schematically the above-described
process for model A. The figure shows the evolution of
the X- and Y-fields over several time steps, and we ex-
pect such a process should be observed typically at small
spatial scales. It is assumed here that the external field is
almost uniform over a sufficiently small region, so that its
only effect is to give a uniform shift to the values of X,
thus having no direct effect on the Y-field. We can see that
the X- and Y-fields evolve step by step into increasingly
complex patterns similar to what is observed in numerical
simulations.

The evolution of our system from one time step to the
next can be decomposed into two consecutive operations
on each small part of the system. The first operation is the
local map. If a small segment of the pattern stays above
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the line X (z) = p, this operation will stretch it and then
fold it, while the part below this p-line will simply be com-
pressed. The other operation is the action of the external
field. The X -value of each element is shifted by an amount
proportional to the amplitude of the external filed, and the
latter is varying from place to place. The amounts of the
shift experienced by elements sitting closely are nearly
the same but not identical, because the external field is
long-waved. The combination of this strongly correlated
forcing and the effect of occasional local instabilities pro-
duces peculiar spatial correlations among the elements
with small mutual distances. It is interesting to compare
such dynamics of the X-field to the simple multi-affine
cascade model introduced by Benzi et al. [18].

The evolution of the Y-field corresponding to the X-
field is superimposed in the same figure. Since Y is given
by a (coarse-grained) derivative of the X-field, the evo-
lution of local Y is governed by its successive multiplica-
tion by the two random numbers corresponding to the two
slopes of the asymmetric tent map. As the original X-field
fractalizes, the intervals over which a common multiplier is
applied becomes smaller and smaller, and this leads to the
intermittent pattern of the Y-field. Such a process may be
viewed as a random multiplicative cascade similar to the
weighted curdling model, and is thus expected to produce
multi-fractal measures.

For model B (logistic maps), the dynamics is a little
more complicated, because the local Lyapunov exponents
take continuous values. Still we expect that the underly-
ing mechanisms producing multi-affine and multi-fractal
measures would be essentially the same as for model A,
and that they are again given by random multiplicative
cascade processes. The next problem is how to describe
such processes on a more quantitative level.

4 Probability distribution functions
of the measures

In order to study quantitatively the random multiplicative
processes underlying the multi-scaling, we introduce prob-
ability distribution functions (PDFs) P(h;l) and Q(m;!)
respectively for the measures h(l) and m(l). It is also
convenient to introduce rescaled measures h(l) = h(l)/I
and m(l) = m(l)/l, and corresponding rescaled PDFs
P(h;1) = (dh/dR)P(h;1) and Q(m;1) = (dm/dm)Q(m;1).

With these PDFs, the partition functions are expressed as
20(1) = (h(1)7) = / hP(h: 1)dh
0
o / R (h: 1)dh = 190 (1)7),
0
28,0 = N (1)) = N) [ mrQm: ydm
0
=t / mIQ(m; )dm = 19" (m(1)?). (15)
0

Multi-scaling properties can completely be specified by
these PDFs.
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Fig. 11. PDF of the height difference h(l) for model A. The
curves correspond to | = 27'° (highest level of saturation at
lower h), 27, 2713 2712 971 "and 2710 (lowest).
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100 1

Fig. 12. PDF of the rescaled height difference h(l) for model
A, where | = 27'° (slowest decay), 27'*, 2713 2712 o~ 1
and 2710 (fastest decay). Fitting by a power law multiplied
by an exponential for the case of [ = 27 with n = 0.55 and
ho = 1150 is shown in the inset.

Let us examine the PDF for the X-field first.
Figure 11 shows P(h;l) with different [ obtained numer-
ically for model A. They are apparently non-Gaussian,
reflecting the strong spatial intermittency of the X-field.
Each PDF curve remains almost constant up to some h
(lower cutoff), above which exhibiting a power-law de-
cay, and starting to drop suddenly around some A (higher
cutoff). The area of flat PDF apparently extends with [,
while the exponent of the power-law decay and the higher
cutoff position seem almost invariant. The corresponding
rescaled PDFs P(h;1) are shown in Figure 12. The higher
cutoff now moves to the left with [, but otherwise the
rescaled PDF, especially the lower cutoff, seems almost
invariant. Looking into the decaying part of the rescaled
PDF more carefully, we find that the numerical data are
well fitted by a power law multiplied by an exponential:

P(h;1) ~ h™ "exp (— h

m (16)

) (h>1).
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Fig. 13. PDF of the area m(l) for model A, where [ = 275,
2713 9711 979 977 975 and 273. The peak of PDF drifts to
the right with the increase of I.

Here 7 is a positive constant, and ho(l) is a [-dependent
positive parameter which determines the higher cutoff.
The above empirical form is compared with the actual
PDF for [ = 2713 in the inset of Figure 12. It will turn
out later that the exponent 7 is identical with the quantity
in equation (14) under the same notation. 7 is determined
from the statistics of the local Lyapunov exponent, and,
as stated before, the X-field maintains a spatial continu-
ity as far as > 0. It is obvious that ho(l) o =1, since
we rescaled the original cutoff position by /=!. This means
that the power-law scaling regime of P(h;l) will become
indefinitely extended as [ tends to zero. This fact is rele-
vant to the g-phase transition of ((g), as we see later. The
results for model B are found to be qualitatively the same
as for model A.

Let us now examine the PDF for the Y-field. In
Figure 13, Q(m;!) for different values of [ are shown. They
may look similar to P(h;l). Actually, they are more or
less flat up to some value of the measure m, exhibiting
power-law decay in the intermediate region, and dropping
quickly beyond a certain cutoff. Again, the lower cutoff
shifts to the right with [, and the exponent of the power-
law decay is independent of [. However, there are a few
important differences between Q(m;l) and P(h;l). First,
Q(m;1) is not really flat below the lower cutoff; Q(m;1) for
each [ > ¢ starts to decay below some m. Furthermore, the
higher cutoff now depends on [. Figure 14 shows the cor-
responding rescaled PDFs Q(m;1). The lower cutoff then
becomes almost constant, and the higher cutoff moves to
the left with [. Note, however, that the [-dependence here
is much weaker than that for P(h;1).

In contrast to the case of the X-field, the small m be-
havior of the rescaled PDF depends more strongly on . It
would be interesting to compare such behavior of Q(m; 1)
with log-normal distribution, and this will be done later.
It is remarkable that, as shown in the inset of Figure 14
and also in Figure 15, the large m behavior of the rescaled
PDF (the power-law decaying part and the higher cutoff)
is well fitted by an inverse power of m multiplied by a
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Fig. 14. PDF of the rescaled area m(l) for model A, where
=271 2713 9711 979 97 9=5 and 273. See Figure 13 for
identification of the curves. Fitting by a power law multiplied
by a stretched exponential to the PDF for | = 27! with n =
0.55, mo = 4280, and v = 1.6 is shown in the inset.
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0 5000 10000 15000

Fig. 15. Linear-log plot of the tail of rescaled PDF for model
A. The data are shown for [ = 2715 2713 9711 9=9 9=7 9=5
and 272 with increasing steepness of the curves in this order.
The solid lines indicate stretched-exponential fits to the data.
Estimated exponents v(I) of the tail are plotted in the inset.

stretched exponential function?:

m ()
Q(m;1) ~m 1" exp l— (W) ] (m > 1),
(17)

where 7 is a positive constant, and mg(l) and ~(I) are
[-dependent parameters. Note that the above 1 can be
identified with the quantity n appearing in equation (16),
because h(§) = m(8) and P(h;§) = Q(1m;d) by definition.

While the cutoff hgo(l) was seen to be simply propor-
tional to [~!, this is not the case for mg(l). Indeed, as
shown in Figure 16 where mo(l) vs. [ is plotted in log-
log scales, we have a nontrivial power law mo(l) o< I7"

3 Precisely speaking, it is actually not a stretched but a
‘squeezed’ exponential because v(I) > 1.
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Fig. 16. Log-log plot of the cutoff mg(l) of the tail vs. . Results
for models A and B are shown.
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Fig. 17. Linear-log plot of the tail of the rescaled PDF for
model B. The data are shown for | = 2715 2713 9711 279
277, 27% and 272 with increasing steepness of the curves in
this order. The solid lines indicate exponential fits to the data.

with v ~ 0.15. As we see later, v is an important expo-
nent characterizing the intermittency. The inset of Fig-
ure 15 shows the exponents () vs. [ in log-linear scales.
They depend weakly on [, but stay between 1 and 2. We
confirmed that these results, especially the value of v and
hence the cutoff mg(1), are virtually independent of N for
large N.

The PDF Q(m;l) for model B is found roughly the
same as for model A. The only difference to be noticed is
that, as is seen from Figure 17, the tail of the PDF for
model B is better fitted with a power law multiplied by
a simple exponential rather than a stretched exponential.
Thus, () may be fixed to 1 in equation (17) for model
B. As shown in Figure 16, the cutoff mg(l) for model B
also exhibits power-law dependence on [ like mg(l) ~ 7"
with v ~ 0.3.

This property of the cutoff 7mg(l) means that, as in the
case of P(h;l), the power-law scaling regime of Q(m;l)
extends indefinitely as [ goes to zero. As we see later, this
fact is responsible for a sharp transition of the D(q) curve.
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5 Theory of the multi-affinity of the X-field

In our previous studies [12-14], we developed a PDF-based
theory which successfully explained the multi-affinity of
the X-field and the origin of the related exponent ((q). We
first give its brief review, but with a slight modification so
that some detailed features of our numerical results may
better be captured. An explanation for the exponent 7(gq)
of the multi-fractal Y-field will be attempted in the next
section.

5.1 Calculation of the scaling exponent from the PDF

We observed in the preceding section that the rescaled
PDF P(h;1) may be approximated in the following form:

(0<h<1),
) (1 < h).

Po(1)
P()h= 1= "exp(

P(h;l) =

ho(l)
(18)

In the above, the rescaled variables are used so that the
transition from constant behavior to power-law behavior
may always occur at h = 1. As before, we have ho(l) oc L.
The I-dependent constants Py (1) and P (l) are determined
from the conditions of normalization and continuity of the
PDF.

Using the above approximate form of the PDF, we
obtain

Lol "F( h01<1>>exp<h01(”) (1;>

where I'(z po)ols an incomplete gamma function defined by
[(z,p):= [ e tt*—1dt.

For suﬂimently small [, equation (19) can be simpli-
fied drastically. By noting that #(l) is O(l), the gamma
function and the exponential function may be regarded
as l-independent. Therefore, the I-dependence of (h(l)?)
comes essentially from the terms ho ()9~ and ho(1)~", so
that we obtain

ag +0,l"" 7 aq n b

h(1)9) ~ ~ —Lqn—a 2
(b)) = R s Sy )
where a4 and b, are g-dependent constants. Thus,
- aq by ., _
<h(l)q> = — (77 —q> O)a — [ (77 —q< O)a (21)
ao ago

and the partition function ZJ(I) = 19(h(l)?) is expressed
as

a b
Zi(l) =~ =217 (n—q>0), a—‘(’)l" (n—q<0). (22)

ao
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We are thus led to a scaling form:

Zi(1) ~ 119, (23)
with the bi-fractal exponent:
(a)=q (0<qg<mn), n (n<q). (24)

In this way, the multi-affine exponent ((g) is determined
from the exponent n of the power-law decay of the PDF.
Actually, for model A, we obtain 1 ~ 0.55 from our data
of the PDF in Figure 12, and this value coincides roughly
with the asymptotic value of ((gq) for large ¢ (see Fig. 4).
Such consistency can also be confirmed for model B.

The bi-fractality of ((¢q) could only be revealed for ex-
tremely small [, by which the power-law tail of the PDF
becomes sufficiently extended. Of course, such a property
presupposes that our system has no minimal characteristic
length scale.

5.2 Microscopic model for the PDF

It is also possible to give a microscopic explanation of the
observed shape of the PDF such as given by equation (18).
This can be achieved by considering the dynamics of the
height difference h(l).

Let us denote the height difference without the abso-
lute sign as h(t;1), which is now regarded as a dynamical
variable and can take both positive and negative values.
It is easily understood [12-14] that h(t;1) for small [ is
driven multiplicatively by a chaotic motion of the individ-
ual element and also subjected to an additive noise. The
strength of the additive noise is proportional to [, because
its source is the amplitude difference of the long-wave driv-
ing field between the two sites separated by a distance [.
We adopt a continuous-time and linear approximations.
Then, h(t;1) obeys the following multiplicative stochastic
equation®®:

dh(t;1)
dt

The statistics of the random factors A(t) and £(t) are rel-
evant to the stationary PDF obtained from the above
equation. However, statistical property of A(t), which is
identical with the local statistics of the Lyapunov expo-
nent associated with an element, will not be trivial. Thus,
in what follows, we work with a simplifying assumption
that A(t) are Gaussian-white noises. The same properties
are also assumed for £(t). We denote the mean and the
variance of the multiplicative noise A\(¢) as A\g and Dy, re-
spectively. The mean of the additive noise I£(t) is 0 due

= A(t) h(t;1) + 1 E(t). (25)

4 One may consider a discrete time model as well, but the
results will remain unchanged as far as the scaling exponents
of the moments are concerned [13].

5 This equation is nothing but the multiplicative Langevin
equation frequently used to describe the noisy on-off intermit-
tency [14]. Indeed, we can observe that the height differences
between nearby elements exhibit noisy on-off intermittency in
our numerical simulation.
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to symmetry. The standard deviation of I£(t), which spec-
ifies the boundary between the constant behavior and the
power-law behavior of the stationary PDF, is O(l). Thus,
for the purpose of qualitative argument, one may simply
assume that the transition occurs at |h| = I. We further
assume reflective boundary conditions at |h| = 1 in order
to incorporate the effects of nonlinear damping which is
absent in equation (25). The PDF P(h;l) is obtained as
a stationary solution of the Fokker-Planck equation corre-
sponding to equation (25). Although one can calculate it
explicitly under the conditions described above, the fol-
lowing approximate form would be sufficient for the
present purpose:

Py (0 < h <),
P(h;l) = PR~ (1< h<1), (26)
0 (1 <h).

Here we again consider only the case of h > 0, because
P(h;1) is apparently symmetric with regard to h = 0.
7 is determined from the statistics of the multiplicative
noise and is given by n = Ag/D, [12-14]. By rescaling,
equation (26) reduces to

o Py (0<h<1),
P(hil)={ PR (1<h<ib), (27)
0 (1=t < h).

The above result is qualitatively the same as equa-
tion (18), by which we mean that our PDF is composed
of two distinct parts; in one of which is constant while
in the other exhibits power-law decay with a cutoff at
h o {~!. Indeed, any moments calculated from this sim-
plified PDF gives identical results with the case of the
exponential damping, equation (14) [14].

The exponential damping of the tail of the PDF as-
sumed in equation (18), which represents the observed re-
sults more quantitatively, will be obtained by including a
nonlinear term explicitly in equation (25) instead of the
reflective wall as.

dh(t; 1)

— L = \t) h(t;1) — h(t;1)? + 1 E).

” (28)

We have thus succeeded in a “microscopic” explanation
of the multi-affinity of the X-field on the basis of some
moderate approximations and simplifying assumptions. It
should be emphasized that the statistics of the local Lya-
punov exponent is relevant to the specific form of multi-
affinity. For more detailed calculations, see reference [14].

6 On the multi-fractality of the Y-field

The remaining problem is to explain the exponent 7(q) of
the multi-fractal Y-field. It seems, however, that the shape

6 Since our argument is only qualitative, we ignored a con-
stant factor which should in practice come before the nonlinear
term here.
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0.5 T

probability

Fig. 18. PDF of In for model A, where [ =271, 2710 2-7
275 274 273 972 27! ‘and 1. The peak drifts to the right
with the increase of I. A log-normal fit to the PDF for [ = 27°
is shown in the inset.

of the PDF is not so simple as that for the X-field, and
could not be approximated so easily. It also seems difficult
to give a microscopic explanation for it.

Therefore, we first try to extract the exponent from
the experimental PDF approximately in two asymptotic
regimes. As already shown, our PDF has a power-law de-
cay part of the form """ in the middle. For the sake of
convenience, let us call the three distinct regimes of the
PDF I, II, and III from the left. Then, the above statement
implies that some lower moments whose order ¢ is less
than 7 will be governed by regime I of the PDF, while the
moments with ¢ higher that n will be governed by regime
IIT or a boundary area between II and III. Thus, we ex-
pect that the transition point ¢ of the D(q) curve is close
to 1, which was also the case for ((g). Furthermore, as we
mentioned before, the central power-law regime (regime
IT) can be extended indefinitely by letting I go to zero.
This makes the transition between the above-mentioned
two asymptotic regimes, and hence the transition of D(q)
across q >~ q. sharper and sharper.

In what follows, we see why a microscopic descrip-
tion of the underlying mechanism is not so easy. This
leads us to the study of multiplier distributions. Actually,
the multiplier distribution characterizes the cascade pro-
cess through scales, and its analysis could be a first step
toward the understanding of the underlying microscopic
mechanism.

6.1 Log-normal approximation of the PDF for lower
moments

We have seen that the lower moments of m(l) are domi-
nated by regime I. Since Q(m;[) can not be regarded as
constant in this regime, however, their estimation would
not be so simple. Being motivated by the observed linear
behavior of the D(g) curve for small ¢, which is consistent
with the log-normal theory, we examine to what extent
the log-normal model can be applied to our system. Fig-
ure 18, which concerns model A, shows how the PDF as a
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Fig. 19. Exponent 7(q) for model A; experiment vs. theory.

function of In m develops with the scale [. We find that, as
I becomes smaller, the width of the PDF becomes wider
and its peak drifts to the left, reflecting the intermittent
nature of the Y-field. If such a PDF is approximated by
some simple analytic function, then one may calculate the
scaling exponent of the moments explicitly. For doing this,
we should note that [=1(m(l)) = (m(l)) is independent of
[ because the total measure is invariant. As a simplest
approximation, we represent our PDF with a log-normal
distribution with its first and second moments identical
with the observed ones.
A log-normal distribution is expressed as

[_ (Inm — c(1))?

Q(m;1) = 0

———— X
2mv(l) m P

| o
where ¢(1) and v(l) are the mean and the variance of Inm.
It is further assumed that ¢(l) and v(l) take the form:
c(l) = In(m(l)) + glnz, o(l) = —plnl,  (30)
where p gives the so-called intermittency exponent. The
condition that (/m(l)) must not depend on [ is automati-

cally satisfied with the above ¢(I) and v(l).
The gth moment of m(l) is calculated as

(m(1)?) = (m(1))1~ 22D, (31)
and the partition function is expressed as
Z8,(1) = N(O)(m(1)?) = (m(D))e- 159D (32)

Thus, the exponent 7(q) and the generalized dimension
D(q) are obtained as

m(q) = (1-Eq)(g—1),

> (33)

D(q) =1- %q.
In Figure 19, which also concerns model A, numerically
obtained 7(gq) is compared with the formula in equa-
tion (33) for 7(q) with x = 0.3, showing a good agreement
for ¢ < 2. Thus, the log-normal model may seem to work
well for lower moments.
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Fig. 20. Variance v(l) of the PDF of Inm for models A
and B.

However, the log-normal PDF looks considerably dif-
ferent from the actual PDF, and the assumed forms for
¢(l) and v(1) in equation (30) do not seem to hold. The
inset of Figure 18 shows a typical log-normal fit to Q(m; 1)
for I = 275. We used there the observed values of mean
and variance. It is clear that the actual PDF is asymmet-
ric and deviates considerably from the log-normal PDF.
The fitting parameter v(l) vs. [ is plotted in Figure 20. If
the assumptions in equation (30) were correct, then the
data should lie on a straight line with its slope identical
to the intermittency exponent p. Although our v(l) is a
decreasing function of Inl, it is by no means linear and it
is difficult to read out a slope in a sensible way.

The PDF Q(m;1) for model B is more or less symmet-
ric for larger [, so that log-normality seems to hold better.
One may read out from Figure 20 a mean gradient of v({)
as p ~ 0.6, and this roughly gives the value ~ 0.3 of the
slope of the D(q) curve for small g values (see Fig. 8). As{
becomes even smaller, the asymmetry of the PDF Q(1m; 1)
becomes stronger and the log-normal approximation be-
comes worse again.

For small [, the changes of ¢(I) and v(l) seem so small
that the observed scaling behavior comes primarily from
the increasing asymmetry of the PDF rather than from the
I-dependence of ¢(l) and v(l). Therefore, the symmetric
log-normal distribution is not a good approximation to
the observed PDF at small scales, and the formula (33) for
the exponents can not be justified from the experimental
PDF.

6.2 Stretched exponential tails of the PDF and higher
moments

Higher moments are governed by the tail (regimes IT and
III) of the PDF. We have seen that our PDF is well fit-
ted by a power law multiplied by a stretched exponential
(or by a simple exponential for model B). The power-law
dependence of the cutoff mg(l) on ! leads naturally to the
linear dependence of 7(¢) on g.
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According to our previous observation, we can assume
the rescaled PDF Q(m;1) to take the approximate form:

) Qo(m; 1) “ (m < 1),
Q(m; l) - Ql(l)m 1-n exp [_ <%(l)) ] (m > 1),
(34)

where Qo (m;1) is an unknown function of /m representing
the small 7 behavior of the PDF, and Q1(l) is a constant
yet to be fixed. The [-dependence of these quantities must
satisfy the normalization and continuity conditions. We
rescaled m again so that the two distinct regimes of the
PDF are matched at m = 1.

With the above PDF, the gth moment (m(l)?) is cal-
culated as

(m(1)") =
Sy Qo D+ Qu (1) sy mo (1) (42,

I
1 5 _ _ A _ _
Sy Qolms Ddm—+Qi (1) o ()11 (5, =)

The asymptotic behavior of (m(1)9) for small [ is governed
by a power law, and in order to find its exponent, we may
use the fact that the observed mg(l) behaves like mg (1)
[7% with some positive v. Under the conditions q > q. ~
n > 0 and | < 1, mo(l) is very large and the gamma
functions become nearly independent of [. Therefore, the
second term in the numerator and the first term in the
denominator will dominate (note that we are treating the
case of 1 > 0). Neglecting the other terms, we obtain

2 — 1
Ql(l)ﬁp (% mo(m“))
I Qo(m; l)dim

(m(1)7) ~ mo(1)*™"

~ () 17V, (36)
where u(l) is an unknown function of [ but related to the
other unknowns Qo(m;!) and Q1(1) in a certain way. The

partition function Z4 (1) is calculated as

Z3 (1) = N()(m(1)?) = 177" (m(1))

~ (), (37)
The entire form of 7(¢) cannot be determined because the
function (1) is unknown. Still the g-dependence of 7(q)
can be obtained as
7(q) = (1 — v)q + const., (38)
from which we obtain D(c0) = 1—v. On the other hand, as
shown in Figure 8, the observed D(q) curve seems almost
constant, i.e., D(q) = D(o0) for ¢ larger than a certain
gc =~ n. This means that the above constant is close to
v — 1, so that the equality
7(q) = (1 =v)(g = 1),

D(q)=1-v (39)
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is conjectured for g > g, ~ 7.

In Figure 19, which concerns model A, the above ex-
pression for 7(q) with v ~ 0.15, i.e., the value estimated
from Figure 16, is compared with the observed 7(q). As
expected, the data for 7(q) are fitted nicely for ¢ > 2.
We can also confirm the validity of this result from Fig-
ure 8 where the saturated value of D(q) is roughly given
by 1 — v ~ 0.85. For model B, the saturated value ~ 0.65
of D(q) is consistent with the previously obtained value
v~0.3.

Thus, the linear ¢-dependence of the higher exponents
comes from the power-law dependence of the cutoff posi-
tion mg(l) of the (stretched-)exponential tail on I. Similar
arguments relating the stretched-exponential tail to the
linearity of 7(¢q) curve can be found in reference [19].

6.3 Difficulty in developing a microscopic model
for the PDF

From our success in developing a theory for the PDF
P(h;1), one may expect that a similar microscopic theory
could be developed for explaining the shape of Q(m;1).
We suspect that Q(m;1) might be obtained as a station-
ary solution to some simple stochastic equation similar to
equation (28) for P(h;l).
Let us work with the rescaled variable m(l). The large
m behavior of the PDF given by equation (17) seems eas-
ier to explain. In fact, inverse power of m multiplied by
a stretched exponential can be obtained as a stationary
distribution of the Fokker-Planck equation equivalent to
the following multiplicative stochastic equation with non-
linear damping;:
dm(t;1)

—— L \(#) m(t; 1) — A() m(t; 1D)PY.

& (40)

Here A(l) and p(l) are assumed [-dependent, and they de-
termine where the boundaries between distinct regimes
of the PDF are placed, and also determine the exponent
of the stretched exponential function. The multiplicative
noise A(t) is assumed to be of the same nature as before.
Instead of introducing an additive noise as we did in equa-
tion (28) to represent the fluctuations of the applied ex-
ternal field, let us substitute the same effect by imposing
a reflective boundary condition at m = 1. The stationary
PDF can then be obtained as

A()ympH—1 ) | (41)

CDa(p() - 1)

which is in fact the form we expected.

The stochastic equation (40), especially the nonlinear
damping m(t;1)?® and its coefficient A(l) responsible for
the scaling behavior of ZZ (1), does not seem to be jus-
tified so easily as for the nonlinear term h(t;1)? in equa-
tion (28). The term A(l)m(t;1)P1), together with an ad-
ditional ad hoc assumption A(l) o< I¥ (which is necessary
to explain the observed 7(¢) curve), could be imagined
as representing some averaged effects of the microscopic
dynamics.

Q(m;1) o m~ 1 exp (
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The above-mentioned difficulty of explaining the Y-
field dynamics comes from the fact that the measure m(l)
(or m(l)) is a quantity which involves the spatial corre-
lations of height differences in some intricate way. The
local Lyapunov exponents of nearby elements are strongly
correlated, but they are not identical. Consequently, the
elements in a local group within scale [ may behave syn-
chronously for some time but may occasionally lose syn-
chrony and exhibit independent behavior. The power-law
decay of Q(mm;1) with m may be viewed as a result of the
linear multiplicative process of m(l) with common multi-
pliers, which produces a coherent motion of the elements,
while the sudden drop of Q(m;!l) for larger m which is
crucial to the scaling behavior, seems to occur as a result
of some subtle correlation in the local Lyapunov expo-
nents among the elements. The small m behavior of the
PDF, which is not simply constant, seems also difficult to
explain.

Thus, we are yet unable to give a plausible argument
justifying the assumed stochastic equation for m(l) to the
same level as for h(l). Since spatial correlation in the local
Lyapunov exponents seems to be crucial, we now convert
to a different picture which seems to incorporate such cor-
relation in a more natural way.

6.4 Multiplier distributions

As an alternative approach to the Y-field dynamics, we
try to characterize the spatial intermittency of the field
in terms of a binary cascade model with a scale-invariant
multiplier distribution [20-25]. As we mentioned before,
the real cascade process in our model is complicated. The
length and the position of each interval where the same
multiplier is applied vary from time to time.

Here we adopt a conservative binary cascade model
which seems to be the simplest way for capturing the pe-
culiar spatial correlation of the local Lyapunov exponents.
We numerically calculate the multipliers, and examine to
what extent this cascade model is applicable to our sys-
tem. In the binary cascade model, the measure on a in-
terval is subdivided into two measures on two subinter-
vals of equal length. The subdivision of the measure is
done by a random multiplier p picked up independently
from a certain scale-independent distribution R(p). R(p)
is assumed to be symmetric with regard to p = 0.5, i.e.,
R(1—p) = R(p).

The exponent 7(g) and R(p) are related as follows [2].
We assume the total measure to be normalized to 1. At
the nth step of the cascade, the length of each interval
becomes | = 1/2™, and the measure m(l) on it is given
by m(l) = pip2...pn, where p;s are random multipliers
picked up independently from R(p). The gth moment of
m(l) is calculated as (m(l)?) = ((p1p2.-pn)?) = (pH)™,
where (---) stands for the ensemble average with regard
to R(p). Thus, the partition function ZZ (1) is expressed
as

Z3,(0) = N(O)(m(0)T) =17 p?)" ~ 17D, (42)
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R(p)

Fig. 21. Linear-log plot of the multiplier distribution R(p) vs.
p for model A.

and 7(q) is given by

(7)) ning)

In(p?)
(@) i In(1/27) N

In2

(43)

We now try to find an actual multiplier distribution R(p)
from numerical data using N = 2'® elements. We calcu-
lated R(p) for various n, and this is shown in Figure 21 for
model A. Each R(p) has a peak at p = 0.5, and seems to
collapse on a single scale-invariant curve. R(p)s for scales
larger than 28(x271%) do not collapse on this curve. In
Figure 22, the right half of the distribution R(p) vs. p—0.5
(p > 0.5) is shown in log-log scales. The approximate
scale-invariant curve seems to obey a power law for small
p — 0.5, while it decays quickly for larger p — 0.5. As indi-
cated in the same figure, this curve can be well fitted by
a power law multiplied by a stretched exponential.

However, as shown in Figure 23, the corresponding
7(g) calculated from the empirically postulated R(p) can-
not reproduce the actual 7(q) obtained previously except
for lower moments. This implies that the fluctuation of
the total measure or the strong correlation of R(p)s be-
tween scales, which are both ignored in the above model,
are important. The slight discrepancy in the tail of R(p)s
between different scales may also be important. Such dif-
ficulties arising in the multiplier description are already
pointed out in the context of fluid turbulence [22-24].

Furthermore, as shown in Figure 24, the multiplier dis-
tributions for model B are not scale-invariant at all. Each
distribution has its peak at p = 0.5 again, but the distri-
bution narrows with decreasing ! with no sign of collapse
on a single scale-invariant curve.

7 Discussion
7.1 Schemes of averaging

As we mentioned previously, our results depend on the
averaging method. We discuss here the way in which sta-
tistical averages are taken in our numerical calculations.
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Fig. 22. Log-log plot of the multiplier distribution R(p — 0.5)
vs. p — 0.5 for model A. Fitting by a power law multi-
plied by a stretched exponential, i.e., R(p — 0.5) x (p —
0.5)%*7 exp {— [(p — 0.5)/0.36]>°}, is also shown.
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Fig. 23. Numerically obtained exponent 7(¢) and that esti-
mated from a binary cascade model with the postulated mul-
tiplier distribution R(p).

What we actually did is a simple space-time average.
Namely, we first sum up h(x,1)? or m(z,1)? over the en-
tire system at a given instant and then over a long time-
sequence, and finally divide it by a suitable factor to ob-
tain the average. Halsey [16] called this type of average
annealed average, because this amounts to calculate the
exponent from equation (9) with the use of ln<ZAZ7m(l)),

where ng(l) are the partition functions calculated at
each time step. This type of average is used, for example,
in analyzing long-time experimental data obtained from
turbulent flows [7].

Now, we touch upon other types of averages and their
results briefly. In the so-called quenched average [16], we
estimate the exponent from formula (9) with the use of
(In Zg,m(l)). This means that we calculate the logarithm
of the spatial sum of the moments at each time step, and
then take the average over time. Multi-fractal analysis of
DLA clusters sometimes uses this scheme.
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Fig. 24. Linear-log plot of the multiplier distribution R(p) vs.
p for model B.
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Fig. 25. Generalized dimensions D(q) for model A calculated
with three different schemes of averaging.

We used yet another scheme of averaging in
our previous paper [13]. It is similar to the an-
nealed average, but the difference is that we
normalize the measure at each time step. This
amounts to ignoring the temporal fluctuations of the
total measure.

In the first scheme of averaging, we are regarding the
whole spatio-temporal sequence of the measure as one
large sample. The other schemes of averaging treat the
measure at each time step to be one sample, and take an
ensemble average over the samples. The latter two schemes
have a tendency to ignore the fluctuation of the total
measure. This indeed makes a great difference, because
the fluctuation of the total measure in our systems does
not obey the central limit theorem, and diverges in the
N — oo limit.

Figure 25 shows the generalized dimensions D(q) for
model A calculated with the above three different schemes
of averaging. Interestingly, the exponents obtained with
the use of the last two schemes exhibit rather smooth
change with ¢, with no indication of a sharp transition.
Thus, the fluctuation of the total measure seems crucial to
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the observed g-phase transition. The D(g) curves obtained
by the latter two methods may reflect some other kinds of
scale-invariance hold in different asymptotic regimes from
the first one.

7.2 Similarity and dissimilarity to fluid turbulence

We studied the multi-scaling properties observed in sys-
tems of chaotic elements subjected to long-wave random
external forcing. In spite of its simplicity, our model shows
typical multi-scaling properties, i.e., multi-affinity of the
amplitude field and multi-fractality of its coarse-grained
spatial derivative.

Although we emphasized the similarity of our model to
fluid turbulence, there are a number of important differ-
ences, some of which are the following. In our system there
is no such property as postulated by Kolmogorov’s refined
similarity hypothesis which is crucial to the understanding
of fully-developed turbulence. This seems to be due to the
absence of conservation laws in our system, and as a re-
sult, the scaling properties observed in the amplitude field
and those in its spatial derivative are difficult to interre-
late in a simple way. For the same reason, in trying to find
a coherent picture for various scaling properties observed
in our system, the problem cannot be boiled down to the
problem of a single field dynamics, while in the fully de-
veloped turbulence there are good reasons to believe that
all nontrivial scaling properties observed come basically
from the dynamics of the energy dissipation field.

Our model has no intrinsic minimal length scale, so
that the scaling regime has no lower cutoff length. This
seems to give the reason for the occurrence of g-phase
transition in our system. If we introduce a minimal char-
acteristic length scale, e.g., by assuming diffusive coupling
between nearest neighbor pairs of elements, then no clear
g-phase transition could be observed.

7.3 Toward the explanation of the multi-fractality
of the Y-field

The multi-affinity of the original amplitude field was
rather easy to explain, and we could develop a theory
which consistently explains the scaling properties. The
characteristic shape of the PDF generated by simple mul-
tiplicative stochastic processes recently attracted consid-
erable attention in connection with on-off intermittency,
economical model, and self-organized criticality. See refer-
ences [14,26,27] and references therein.

The multi-fractality of the Y-field was not so easy to
explain, however. We could only develop a crude phe-
nomenological model which enables to estimate the values
of the exponents from the data for the PDF in two asymp-
totic regimes. Specifically, we applied the log-normal ap-
proximation for the lower moments. It fits the numerical
data well but not completely. Further study will clarify
the source of the discrepancy. Note that, also in fully-
developed turbulence, the log-normal model is nothing
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more than a crude approximation to the experimentally
observed PDF [17].

The exponents for the higher moments were explained
from our numerical finding that the tail of the PDF fits
nicely with a simple functional form, i.e., a power law
multiplied by a stretched exponential, with a cutoff pa-
rameter given by some power of [. Stretched exponential
tails are frequently observed in many systems such as fluid
turbulence [2,28,29], fractal surface growth [5], and econ-
omy [30]. The appearance of the same functional form in
our system implies the existence of some dynamical pro-
cesses of common nature going on in these systems. Stud-
ies in this direction can be found, for example, in reference
[31].

In the log-normal approximation of the small m behav-
ior of the PDF, we introduced a phenomenological param-
eter u. On the other hand, in the stretched-exponential
approximation of the tail of the PDF, we found another
phenomenological parameter v. Each represents the effect
of intermittency, but without their clearer physical inter-
pretation yet.

The binary cascade model we used in this paper works
with discrete spatial scales with a single multiplier distri-
bution. There also exists more sophisticated cascade mod-
els based on continuous scales for turbulent flow, which
describes the evolution of the PDF with the scale by a
Fokker-Planck equation [32], or by a Langevin equation
with scale-dependent non-Gaussian noise [33]. It will also
be interesting to apply such ideas to our system.

Finally, although we do not have a satisfactory the-
ory of the observed characteristic shape of the D(g) curve
yet, it seems to be a generic property commonly shared
by the type of turbulent state we studied, as in the case
of the ((g) curve. For example, we found that qualita-
tively the same shape of the D(q) curve is also observed
in the spatio-temporal chaotic regime of non-locally cou-
pled complex Ginzburg-Landau oscillators. Some kind of
theory, which can quantitatively explain the spatial cor-
relation of the fluctuation of the Y-field from the micro-
scopic equation, should be developed in the future.

We are grateful to P. Marcq and H. Chaté for useful comments
and advice. One of the author (H. N.) acknowledges the sup-
port by JSPS Research Fellowships for Young Scientists.
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